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Axial long-range eŒects in the structure of ions around discretely charged
polyelectrolytes are discussed. Speci ® cally, we deal with rigid polyion models

with helical or cylindrical symmetryÐ DNA typicallyÐ in which a number of

charges are treated. The solvent is described by a dielectric continuum. Firstly,
exact and approximate methods for calculating the long-range interactions

along the axial direction are introduced. The convergence rate and usefulness of

the exact formula is discussed. The replacement of the exact expression by that
due to an equivalent homogeneous charge distribution is also checked. It is

concluded that such substitution leads to erroneous results for the ionic

concentration pro® les. This seems in contradiction with previous work showing
that in® nite systems made of discrete and homogeneous charge distributions

exhibit very similar ionic structures. Thus, we have investigated the behaviour

of the ® nite systems (i.e. without long-range interactions). It is concluded that
polyelectrolyte ® nite size eŒects are dependent on the charge distribution : the

system with a discrete charge distribution condenses more counterions than the

homogeneous one. As the eŒect of the long-range correction is just the opposite,
they mutually cancel so both in® nite systems yield almost identical ionic

concentration pro® les, in agreement with previous studies.

1. Introduction

The increase in computational power of current supercomputers and even desktop

workstations makes it possible to examine complex systems and } or properties by

computer simulation. This often implies the development of new models describing the

interactions between particles in the system. This is needed not only to get more

accurate results but also because many properties can only be explained if the model

includes the proper features. Polyelectrolyte systems are no exception to this rule and

there has been a continuous improvement in their modelling. The very simple

homogeneously charged rod-like cylinder was ® rstly employed [1, 2] to calculate the

distribution of counterions using the Poisson± Boltzmann equation. Since then, there

has been a number of computer simulations on this system [3± 9]. Many of the

polyelectrolyte propertiesÐ those depending essentially on the mean electric ® eld Ð are

described by the hard charged cylinder model. It has been shown that several other

experimental results are better predicted theoretically by assuming that the repulsion

of the polyion core is soft. An example of this is the energy transfer between the

solution ions in the presence of DNA [10]. For many properties, however, the

simulations using a soft repulsive polyion [11 ± 13] do not show a qualitatively diŒerent

behaviour to that of the hard system, sometimes its use being a question of

computational convenience (for instance in molecular dynamics simulations).

0026± 8976 } 96 $12 ± 00 ’ 1996 Taylor & Francis Ltd



1072 J. C. Gil Montoro and J. L. F. Abascal

The existence of several packages enabling the simulation of full atom models has

opened a wide gap in the modelling of these systems. Very often, the information

obtained with such packages is too detailed and di� cult to interpret. Although such

models are required for speci® c phenomenaÐ e.g. interpretation of NMR experi-

mentsÐ there is a clear need for models with an intermediate level of detail but

capable of accurately predicting as much as the real system’ s properties as possible.

For instance, the counterion concentration pro® le observed in full atom DNA

simulations [14] shows a double hump instead of the sharp peak usually obtained when

simpler models are used. This need might be ful® lled by a variety of simple models in

which a discrete representation is used for the polyion charge [8, 15 ± 18]. These kinds

of models often place unit negative charges at the phosphate positions. The work done

on simple helical models has, however, been rather discouraging. A slight increase in

the counterion condensation was the only diŒerence observed from the behaviour of

homogeneously charged polyions. Nevertheless, in a recent paper [13] we have shown

that when a helical model is supplemented with an appropriate treatment of the

excluded volume (the repulsive interactions modelling the DNA grooved shape in a

very simple manner) many features typical of full atom models, in particular the

double hump in the counterion concentration pro® le, are also described. It seems then

that the behaviour of a simple DNA model but with some explicit treatment of the

charges (what we call discretely charged models) deserves some attention.

The simulation of systems with coulombic forces poses a number of problems.

Because of their long range, electrostatic interactions require the calculation of the

potential created by a great number of simulation box replicas. When the polyion has

(roughly) cylindrical symmetry, the inhomogeneity of the system suggests a diŒerent

treatment for the long-range potential along the axial and radial directions. The latter

is frequently avoided by using a ® nite cell, i.e. a hard repulsive container which limits

the radial direction, though such a discontinuous boundary may lead to some

undesired eŒects. An alternative is to allow a transition region in which the coulombic

interactions are modulated and progressively transformed into short range forces [19].

Beyond the transition region, all the charged particles are treated as short-ranged

which leads to a bulk region with boundary conditions similar to those of simple ¯ uids,

hence the method name modulated bulk as a fuzzy boundary (MBFB).

The corrections due to the long-range forces along the axial directions are even

more necessary. This is due to the fact that the anisotropic charge distribution is

repeated ad in® nitum in those directions [19]. In the extended image method, the

in ® nite polyion and its surrounding counterions are replaced by a basic cell and one or

more replicas above and below it [8, 20, 21]. The procedure of Torrie and Valleau [22]

is clearly a better choice as it considers as in ® nite polyelectrolyte. There, the eŒect of

the ionic charge distribution outside the simulation box is included as a mean-® eld

term computed self-consistently from the average charge distribution within the cell.

For the long range interaction with the polyelectrolyte, the situation is not so clear.

The electrostatic potential between an in® nite polyion and a solution ion is well known

in the case of a homogeneously charged body like a line of charge or a charged cylinder

[4]. But when the macromolecule consists of discrete charges the latter formula is no

longer valid. In this work we check an exact expansion to sum the contributions when

the charges are placed as arrays of points along several lines parallel to the axial

direction, which is typically the case in simple helical DNA models. The expression has

been known for some time but, to our knowledge, it has not been used in computer

simulations until now [13]. The relation is ® rst examined to study its limiting and
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convergence properties and then used to investigate the eŒect of the charge

discretization.

A second issue is to assess to what extent the exact formula can be replaced at large

distances by that corresponding to a line of charge with the same charge density. It will

be shown that such a substitution has a signi® cant eŒect on the ionic concentration

pro® les. This seems to contradict previous work showing thatÐ provided that no

special excluded volume eŒects are presentÐ discretely and homogeneously charged

polyelectrolytes with the same charge density behave similarly. It is di� cult to explain

from this how the inclusion of exact expressions for the long-range potential could

modify the situation. In order to solve the apparent contradiction we report the results

for simulations excluding the axial long-range interaction. We will show that, in such

a case, discrete and homogeneously charged models behave distinctly, the departures

between them being opposite to those produced by the corresponding long-range

corrections. The cancellation of these opposing eŒects makes it possible that

homogeneous and discrete models show similar ionic pro® les and enables the

interpretation of apparently contradictory results.

In summary, the objective of this work is twofold. Firstly, to discuss the eŒect of

using exact and approximate formulas for the long-range potential along the axial

direction in the simulation of discretely charged polyelectrolyte models. The second,

and perhaps more important, the goal of the paper is to show that the study of the

long-range interactions allows a better understanding of the eŒects induced on

homogeneous polyelectrolytes by the discretization of their charges.

2. Polyelectrolyte models and potential interactions

In this section we describe the interactions for the system within the basic

simulation cell. Two polyelectrolyte modelsÐ roughly representative of B-DNA in

solutionÐ are compared in this work. Our simplest model is a homogeneously charged

soft (HS) cylinder (denoted as HS1 in [13]). From the electrostatic point of view it is

equivalent to a line of charge at the DNA axis but it is supplemented with a repulsive

potential to account for the DNA volume. The Coulombic interaction between an ion

and the ® nite segment of the line of charge within the simulation box (of height L) is

[4]

U line,L
ip

( q
ip

) ¯ ® 2z
i
n b Õ " sinh Õ " 0 L

2 q
ip
1 , (1)

where the subscript ip denotes a variable dependent on ion± polyion distances.

Accordingly, q
ip

is the radial coordinate (distance to the polyion axis) of ion i. z
i
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ionic valency and n the reduced axial charge density of the polyion

n ¯ k
B
} b, (2)

b being the distance between charges along the polyelectrolyte axis (b ¯ 1 ± 69 A/ for

B-DNA) and k
B

the Bjerrum length. This is de ® ned as
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where e is the magnitude of the electronic charge, b ¯ 1 } (k
B

T ) Ð k
B

being the
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Boltzmann constant and T the temperatureÐ e
!

is the vacuum permittivity and e the

(relative) dielectric constant of the solvent. For water at 25 ° C, e ¯ 78 ± 358 so that

k
B

¯ 7 ± 15 A/ , giving n ¯ 4 ± 23.

A re® nement of the previous model is the substitution of the homogeneous charge

by a (® xed) set of discrete charges. Most of the DNA charge lies at the phosphate

groups [23]. Thus, in the discrete model discussed here, the charges are set with helical

symmetry at the positions of the phosphorus atoms whose cylindrical coordinates for

canonical B-DNA are [24]

q s
i

¯ 8 ± 91

u s
i

¯ u s
!
 36 i

z s
i

¯ z s
!
 3 ± 38 i,

5

6
7

8

(4)

where s ¯ 1, 2 speci® es the nucleic acid strand, and i ¯ 0, ¼ , 9, describing a full DNA

helix turn. The distance parameters q and z are given in angstrom and u in degrees.

Besides, u s
!

and z s
!

are both zero for the phosphates in the ® rst strand, and 154 ± 4 ° and

0 ± 78 A/ , respectively, for those in the second. The 3 ± 38 A/ rise and the 36 ° rotation per

residue lead to the well-known fact that B-DNA has 10 base pairs per helix turn with

a 33 ± 8 A/ pitch. W e refer to this model as DS (discretely charged, soft repulsive

potential). The potential between the charged DNA sites within the simulation box (of

height L ) and a solution ion is simply
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ip

¯ 3
a
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i
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i
a ), (5)

where the sum extends over DNA sites a , r
i
a is the distance between site a and ion i and

U cou
i
a is the coulombic potential which is obviously the same irrespective of whether the

charges are either ® xed or mobile. Thus, in general
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The short-range repulsive interactions with DNA are described in both models by

means of a soft potential of the form [13]

U rep,poly
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( q
ip

) ¯ K
ip

1

( q
ip

® q
!
)n

. (7)

For n ¯ 9, K
ip

¯ 2 ± 7291 ¬ 10 Õ " ( J A/ * , and q
!

¯ 8 ± 91 A/ ; the maximum in the radial

distribution of counterions appears at about 12 A/ [13]. The mobile ions are considered

to be soft as well,
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r
ij

being the distance between ions i and j. The choice of A
M

¯ 1 ± 7476 (the Madelung

constant of the NaCl solid structure), and N
c
¯ 6 (the coordination number of the

same structure) together with the value r
i
¯ 1 ± 4214 A/ (the nominal radius of ion i)

taken for both anions and cations, gives bulk electrolyte properties approximately
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corresponding to a restricted primitive model with hard-sphere diameters of 4 ± 2 A/ [25].

This size has been widely used in recent electrolyte and polyelectrolyte solution studies

[13, 26 ± 33] and roughly corresponds to a sodium ion with its hydration shell [28, 29].

3. Long range interactions with the polyelectrolyte

3.1. A single array of charges

The interaction of a charge with an in® nitely long array of charges spaced out

(embedded in a straight line) is

Uarray,inf( q , D z) ¯ 2z
i
n m b Õ " 9 log q ® 2 3

¢

j="

K
!
( j

j
q ) cos (2 p j D z } d) : (9)

where q is the distance from the ion to the array, z
i

the valency of the charge, n m the

reduced axial charge density of the array, D z the axial coordinate of the ion with

respect to the closest charged site, d the distance between two consecutive charges

along the array, and K
!

is the modi® ed Bessel function of order zero and of the second

kind. The ® rst term is the potential of an in® nite homogeneous line of charge (see the

Appendix)

U line,inf( q ) ¯ 2z
i
n b Õ " log q (10)

and the second is the discrete charge contribution. The above equation has been

known for some time, and was rederived by Soumpasis [34] in the context of

theoretical work on model polyelectrolytes but, as far as we are aware, has not yet been

used in computer simulations. The summation on the right hand side of equation (9)

is quickly convergent so few terms are needed. This can be seen in ® gure 1 where we

plot the number of terms required to reach an accuracy of 0 ± 001 %. The convergence

is quite dependent on the radial separation from the array but almost independent on

the axial coordinate. The summation is not required at allÐ i.e. the line of charge and

the array yield the same potential Ð at radial distances comparable with the separation

of charges in the array and beyond ; fewer than 10 terms are required for most of the

remaining distances.

In the limit q ! 0, both the absolute value of the logarithm and the series term in

equation (9) tend to in® nity despite the fact that the potential asymptotically

approaches a limiting value (see ® gure 2). The evaluation of the long-range interaction

in these circumstances is somewhat ill-conditioned and requires many terms. A speci® c

exact summation is preferable in such a case as it provides a simple and compact

expression (see the Appendix for the derivation). It reads

lim
q !

!

U array,inf( q , D z) ¯ z
i
n m b Õ " 9 w 0 D z

d 1  w 0 1 ®
D z

d 1  2 log (2d) : , (11)

where w (x) is the so-called digamma (or psi) function [35].

In ® gure 2 we show the potential U array,inf as a function of q for several D z } d values.

The behaviour at large q is independent of D z } d ; indeed, as observed in ® gure 1, the

eŒect of the discretization of the charge vanishes at distances comparable with the

separation between the charges in the array. At smaller radial distances, the curves

deviate from that of the line of charge, the slope of the curves increasing with D z } d.

Finally, at very low q , U array,inf is essentially equal to the value at q ¯ 0. This is an

interesting result as it shows that equation (9) does not need to be used in the region



1076 J. C. Gil Montoro and J. L. F. Abascal

Figure 1. Number of terms required to achieve an accuracy of 0 ± 001 % in equation (9) as a

function of the distance to the array of charges q (in d units, d being the separation
between charges along the array). D z } d ¯ 0, boxes ; 0 ± 16, diamonds ; and 0 ± 5, circles.

Notice the logarithmic scale of the y-axis.

Figure 2. Electrostatic potential between an array and a monovalent mobile ion for diŒerent
D z } d values : 0 ± 5, dashed curve, 0 ± 16, dash-dotted ; and 0 ± 1, dotted. The full curve is the

potential for a line of charge with the same charge density. Notice the logarithmic scale

of the x-axis.
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in which it is badly conditioned. In particular, in the case of the arrays which build-up

our helical BDNA model, the formulas appropriate for computation are

U array,inf ¯

1

2
3

4

Equation (11), for q ! 0 ± 01d

Equation (9), for 0 ± 01d ! q ! d

Equation (10), for d ! q .

(12)

3.2. Exact formulas for the simple B-DNA helical model

B-DNA has 10 phosphorus atoms per helix turn in each of the strands, and, thus,

there are 20 charged sites per turn in the case of our helical models. As each of the

charged sites generates an array of charges when the basic cell is in ® nitely replicated

along the axial direction, the total potential between the charges in an in® nite DNA

helix and a solution ion is

U helix,inf
ip

¯ 3
m

U array,inf( q m , D z m ), (13)

where the subscript m refers to any of the 20 arrays of charge and thus n m ¯ n } 20.

We are interested in separating the contributions coming from the particles within

the simulation cell from those outside it. Such a separation seems nonsensical in our

systems since exact formulas exist both for the homogeneously charged cylinder and

the helical model. Nevertheless, it is necessary for the purposes of this paper. The

homogeneous long-range potential, i.e. the potential due to a homogeneous charge

distribution outside the simulation box, U line
lr

, is the diŒerence

U line
lr

( q
ip

) ¯ U line,inf( q
ip

) ® U line,L( q
ip

), (14)

with U line,inf( q
ip

) and U line,L( q
ip

) given by equation (10) and (1), respectively.

Analogously, the long-range interaction in the helical model, U helix
lr

may be de® ned as

the departure of U helix,inf from the sum of the coulombic interactions of the mobile ion

with each of the polyion charges inside the box

U helix
lr

¯ U helix,inf
ip

® U helix,L
ip

. (15)

3.3. The homogeneous approximation

No previous simulations of discretely charged models (apart from those reported

in [13]) have used the exact equation for the axial long-range correction. Indeed,

equation (14) was so well established in homogeneously charged polyelectrolyte

systems that its use seemed also natural in helical DNA models [7, 16]. We will refer

to the replacement, in discretely charged models, of the exact axial long range

interaction, U helix
lr

, by that of a homogeneous line of charge, U line
lr

, as the homogeneous

(long-range) approximation (HA). The validity of such a replacement depends on

whether the relation

U helix
lr

D U line
lr

(16)

is accurate enough. The conclusions obtained for the array of charge when q " d could

also be taken as supporting the HA approximation. However, it is important to stress

that the behaviour of the array of charge is close to that of the uniformly charged line

at radial ion± polyelectrolyte distances which are short relati Š e to the separation
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Figure 3. (a) Scheme of a discrete polyelectrolyte with two mobile ions and the use of periodic
boundary conditions in the axial direction. (b) the system as seen by ion A with the

homogeneous long-range approximation and (c) as seen by ion B.

between the charges in the array. The separation in our B-DNA model is just the helix

pitch which is about 30 A/ . On the other hand, even if the full replacement of one or all

of the arrays were justi® ed, until now no argument has been given which enables the

substitution of a part of the system along the axial direction. This is better understood

with the aid of the scheme of ® gure 3. For simplicity, let us consider here a

polyelectrolyte with two charges (one hollow and one shaded) placed along the axis.

In part (a) of the ® gure we plot the central simulation cell. Part of the upper and lower

image cells are also included as well as two mobile ions labelled A and B. In (b) and (c)

we represent the system as seen by ions A and B, respectively, when the HA

approximation is put into eŒect. By virtue of the periodic boundary conditions, the

explicit part of the polyelectrolyte acting on each ion is centred on it. From a distance

equal to half the height of the simulation cell the charges are homogenized. The closest

polyelectrolyte sites not explicitly considered are sites 1 and 2 for ion A, and sites 3 and

4 for ion B. The approximation does not aŒect both ions equally : site 3 is closer to ion

B than sites 1 and 2 are to ion A, but the long-range correction along the axial direction

is the same for ions A and B in the HA approximation.

Figure 4 shows the error (in k
B

T units) of the HA approximation, U helix
lr

® U line
lr

, as

the ion approaches the helical DNA model from several positions. Each curve

represents the values obtained when the orientation relative to the axis is kept

constantÐ see the chosen orientations in ® gure 5Ð and the radial coordinate q varies.

For this ® gure, the simulation box included two helix turns along the axial direction

(explicitly). The error changes from one orientation to another though not drastically

and is not negligible even at large distances. Figure 6 gives the actual values (in k
B

T

units) of the error in the potential energy for three diŒerent cell heights (those

including 1, 2, and 3 complete DNA turns, respectively) for the case of an ion

approaching DNA along the phosphate positions. The error is signi® cant up to about

40 A/ . Beyond that distance it is almost independent of the cell size. By contrast, in the

region close to the polyelectrolyte, the error is strongly dependent on the box height

diminishing with bigger simulation boxes as expected.
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Figure 4. DiŒerence of the long-range polyelectrolyte potential of the discrete model with

respect to that of an equivalent homogeneous model (i.e. the error of the HA
approximation), U helix

lr
® U line

lr
, for an ion approaching DNA from diŒerent angular and

axial coordinates. The axial cell size includes two DNA turns. A, in front of a phosphate ;

B, in the middle of the minor groove, at the same height as a phosphate ; C, in the middle
of the major groove, at the same height as a phosphate ; D, in the middle of the major

groove, at a height between two phosphates ; and, E, in the middle of the minor groove,

at a height between two phosphates (see ® gure 5).

Figure 5. Projection of the cylinder containing the charged sites onto a plane. The solid boxes

give the orientations relative to DNA of the points used in ® gure 4 and open circles

represent the positions of the charges.
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Figure 6. Error of the HA approximation, U helix
lr

® U line
lr

, for an ion approaching DNA in front
of a phosphate (point A in ® gure 5) when using diŒerent axial cell sizes measured in DNA

helix turns. Solid curve, one turn ; dashed, two turns ; and dotted, three turns.

4. EŒect on the ionic concentration pro ® les

Until now we have calculated the long-range potential due exclusively to the

polyelectrolyte charges outside the cell. But the calculation of the long-range

interaction also involves the eŒect of the external solution ions. As these ions are

mobile, the contribution changes from one con® guration to another. It is accepted that

its eŒect may be included as a mean ® eld from the average charge distribution within

the cell [22]. The appropriate expression is

U ions
lr

( q
ip

) ¯ 2z
i
k
B

b Õ " & R

!

B( q
ip

, r « ) 9 3
i

z
i
C

i
(r « ) : r « dr «  U*

B( q
ip

, r « ) ¯ ® & #
p

!

ln 0 L

2
 0 0 L

2 1 #
 q #

ip
 r « # ® 2 q

ip
r « cos u 1 " /# 1 d u ,

5

6
7

8

(17)

where R is the radius of the cell, and the sum on the RHS represents the total radial

charge density at a distance r « from the polyion (the sum extends over all charged

species and C
i
(r « ) is the radial concentration pro® le of species i). The ionic

concentration pro® les are dependent on the thermodynamic state Ð unlike previous

calculationsÐ so the evaluation of the above expression requires a complete simulation

of that particular state. We have carried out simulations for the discrete and the

homogeneously charged models with their corresponding long-range interactions and

also for the DS model using the homogeneous approximation. For other technical

details of the simulations see [13]. Once the radial density pro® les are available from

the simulations, it is possible to evaluate the long-range potential due to the ions

outside the cell. Of course, this must be done self-consistently within the simulations

as the inclusion of the long-range interactions modi® es the concentration pro® les from
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Figure 7. Magnitude of the total long-range axial potential (due to the polyelectrolyte and the
mobile ions outside the cell) for an ion approaching a phosphate. The monovalent salt

concentration is 0 ± 05 m in all cases and the simulation box explicitly includes three DNA

turns. Solid curve, HS system ; dashed, DS ; and dotted, DS  HA (i.e. using the
homogeneous approximation instead of the exact long-range interaction for the DS

model).

those obtained without such a correction. In ® gure 7 we plot the total long-range

correction (due to the polyelectrolyte and to the mobile ions) for the HS and DS

systems using the proper treatment, and for the DS model using the HA ap-

proximation, all of them at 0 ± 05 m monovalent salt concentration. It can be seen that

the HA approximation yields a long-range interaction, quite similar to the `exact ’

values for the HS model which, in turn, diŒer from those for the discretely charged

system.

Despite all the previous calculations, we have no clear evidence of how much the

approximation aŒects the system behaviour. Perhaps the most representative

microscopic properties of these polyelectrolyte solutions are the ionic concentration

pro® les. The pro® les obtained in a simulation are rather noisy and the departures

between the diŒerent systems appear as small drifts superimposed on the noise. In

these circumstances the comparisons are quite di� cult. There is a related function

which is better conditioned for the small but systematic diŒerences between the

models. It is the charge compensation function, Q ( q ), which describes the way in

which the mobile ions gradually cancel the polyion charge. It is de® ned as

Q ( q ) ¯ 3
i

q
i
( q ), (18 a)

q
i
( q ) ¯ 2 p z

i
b &

q

!

C
i
( q « ) q « d q « , (18 b)

where the sum extends over ionic species. Q ( q ) is zero at q ¯ 0 and increases with

distance reaching unity in the bulk.

In ® gure 8 we represent the charge compensation functions both with and without
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Figure 8. Charge compensation functions for the models considered at 2 ± 5 m monovalent salt

concentration. The basic cell includes two DNA turns. Solid curves, in® nite poly-

electrolyte systems including long range axial interactions ; dashed, same systems without
long range axial corrections. In general, the curves are obtained using a hard-cell

boundary along the radial direction, the exception being the dotted curves of the upper

graph where simulations have been performed with a radial fuzzy boundary (the MBFB
method described in [19]).

the long-range potentials. Notice that the system being simulated in the absence of

axial long-range interactions is actually a ® nite polyelectrolyte, i.e. an `oligo-

electrolyte ’ in which end-eŒects are missing due to the periodic boundary conditions.

In the simulations, two diŒerent treatments of the long-range forces along the radial

direction have been used, namely, a hard cell and a fuzzy boundary (the MBFB

method described in [19]). The upper curve shows that, at least for the HS model, a

® nite cell boundary leads to charge compensation functions similar to those given by

the M BFB method although the concentration pro® les of the cell boundary are

severely distorted in the region close to the hard wall at this high salt concentration

[19]. The same has been observed in other systems not depicted in the ® gure. It is

concluded that the departures between the diŒerent systems are exclusively due to

diŒerences in the charge distributions and to the treatment of the long-range

interactions along the axial direction.
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Figure 9. Charge compensation functions for the in® nite systems (i.e. including long range

interactions). Solid curve, HS system ; dashed, DS ; and dotted, DS  HA.

Finite size eŒects are quite marked even though end-eŒects are missing in our ® nite

polyelectrolytes. In general, the long-range interactions tend to condense the

counterions more closely to the polyion [11]. Thus, the curves for the ® nite systems

reach their asymptotic values at larger distances. The long-range correction does not

aŒect the homogeneous and discrete charge distribution models in the same way. It

can be seen in ® gure 8 that the charge compensation functions for the HS and DS

models are considerably diŒerent when the long-range potentials are not accounted

for. In such a case the HS system condenses fewer counterions in the vicinity of the

DNA molecule than the DS model. Nevertheless, its corresponding long-range

correction is much more important. Interestingly, the resulting charge compensation

functions for the in ® nite polyelectrolytes are quite similar for both models which is in

agreement with previous observations [13]. The conclusion that the ionic concentration

pro® les are essentially the same for systems with identical charge density independently

of the polyion charge distribution could represent the general behaviour of in ® nite

systems. This is because the stronger the condensation of counterions around a given

® nite charge distribution, the higher the screening they produce and, thus, the smaller

the magnitude of the long-range interactions. A smaller number of counterions

condensed by the eŒect of the long-range corrections is a consequence of the stronger

condensation produced by a ® nite discretely charged system. Just the opposite holds

for a homogeneous charge distribution.

From these premises, it is easy to understand that the HA approximation is

inconsistent since it incorporates the (strong) long-range correction due to the

homogeneous polyelectrolyte charge to a ® nite system made of discrete charges (whose

counterion condensation is also strong). In this way, the long-range potential `over

corrects ’ (see ® gure 8) and the HA approximation yields an overcondensation of

counterions even at large distances. In ® gure 9 we depict the charge compensation
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function of the three (in ® nite) polyelectrolyte systems, HS, DS, and DS  HA. The

plot shows even more clearly that the homogeneous and the helical systems behave in

a very similar way and con® rms that the use of the HA approximation instead of the

correct expression in discretely charged models yields incorrect results.

5. Conclusions and discussion

In this paper we have shown that appropriate formulas for the calculation of long-

range interactions along the axial direction in discretely charged polyelectrolyte

models are manageable. Its limiting expression at very small distances avoids the

appearance of ill-conditioned calculations. But the interest of the paper goes beyond

this, as our study has allowed a better characterization of the behaviour of these

systems. The similarities in the ionic concentration pro® les and charge compensation

functions of homogeneously and discretely charged polyelectrolytes with identical

charge density have been justi® ed as the result of two mutually cancelling eŒects. A

` ® nite ’ polyelectrolyte with a discrete charge distribution condenses more ions than

the equivalent homogeneously charged system but the opposite holds for their long-

range contributions. Besides, it has been proven that the use of a homogeneous

approximation is inconsistent in discretely charged models. Notice that the con-

centration pro® les are cylindrically averaged properties. This is consistent with the

potential model in the case of the homogeneous charge distribution but not in the

discrete case. In a forthcoming paper we will show deviations from cylindrical

symmetry. As expected, the counterions condense close to the positions of the charges

in the helical model. Since the repulsive forces of the polyelectrolyte models used in this

work prevent the counterions from entering into the DNA grooves, the possible eŒect

of the entrant counterions is neglected. The same does not hold when the potential

model incorporates the grooved DNA structure. For such a model, the departures of

the cylindrically averaged concentration pro® les from the homogeneous one are

noticeable although they vanish a few angstroms beyond the phosphate positions [13].

As a ® nal conclusion, let us note that the last ® gures of this work con® rm that ® nite

size eŒects are important in these systems [11] despite the fact that periodic boundary

conditions are applied, and, thus, end-eŒects cannot appear.

This work was partially supported by Grant PB93-0085 from the Direccio! n
General de Investigacio! n Cientõ ! ® ca y Tecnolo! gica of Spain. J. C. Gil M ontoro

acknowledges a FPI grant from the Spanish Ministry of Education.

Appendix

Consider an in® nite array of point charges of (negative) valence z
p

placed along a

line at equally spaced intervals of length d. The electrostatic energy of an ion of valence

z
i
located a distance from the array is given by equation (9). This appendix addresses

the limit of such an electrostatic interaction when the ion is placed precisely in the line

passing through the array charges, a situation for which equation (9) diverges. It is

convenient to start with the potential created by an in® nite continuous line of charge.

The electrostatic energy of the ion at a distance q to the middle of the segment is [4]

U line,L( q ) ¯ ® 2z
i
n b Õ " sinh Õ " 0 L

2 q 1 . (A 1)
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The in® nite line case is then

U line,inf( q ) ¯ lim

L
! ¢

U line,L( q ) ¯ lim

L
! ¢

2z
i
n b Õ " log 0 q

L 1 , (A 2)

or

U line,inf( q ) ¯ 2z
i
n b Õ " log q ® U*, (A 3)

with

U* ¯ lim

L
! ¢

2z
i
n b Õ " log L . (A 4)

The diverging term U* of equation (A 3) is a consequence of the in ® nite charge of the

line, and is not usually included as it cancels out an equal contribution, but of opposite

sign, from the mobile ion pro® les equation (17). The potential created by an array of

discrete charges, equation (9), also lacks a ® U* term.

We go back to the problem motivating this Appendix. The probe ion is at distances

D z and d ® D z from the two closest array charges, one above and the other below it.

Successive array charges are found at distances d, 2d, ¼ from these two in each

direction. The coulombic energy of the ion is then

U array,inf, ! ¯ z
i
k
B

b Õ " lim

n
! ¢

3 n

j=!
0 z

p
D z  jd


z
p

d ® D z  jd 1 . (A 5)

Applying the recurrence formula of the psi function w (x) ¯ d[log C (x)] } dx n times

[35],

w (x  1) ¯ w (x) 
1

x
(A 6)

yields

w (x  n  1) ¯ w (x)  3 n

i=!

1

i  x
, (A 7)

which after calculating the limit as n goes to in® nity and using the known asymptotic

behaviour of the psi function ( w (x) C log x as x ! ¢ ) allows us to write

lim

n
! ¢

3 n

i=!

1

i  x
¯ lim

n
! ¢

log n ® w (x). (A 8)

W ith the aid of equation (A 8) and introducing the reduced axial charge density of the

line n ¯ ® k
B

z
p
} d, equation (A 5) transforms into

U array,inf, ! ¯ z
i
n b Õ " 9 w 0 D z

d 1  w 0 1 ®
D z

d 1 ® 2 lim

n
! ¢

log n : . (A 9)

For a given n, the length of the array is L ¯ 2nd so that

U array,inf, ! ¯ z
i
n b Õ " 9 w 0 D z

d 1  w 0 1 ®
D z

d 1  2 log (2d) : ® 2z
i
n b Õ " lim

L
! ¢

log L , (A 10)

or

U array,inf, ! ¯ z
i
n b Õ " 9 w 0 D z

d 1  w 0 1 ®
D z

d 1  2 log (2d) : ® U*, (A 11)

where the diverging term again appears in a natural way.
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