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JoséL. F. Abascal* and Carlos Vega
Departamento de Quı´mica Fı́sica, Facultad de Ciencias Quı´micas, UniVersidad Complutense,
28040 Madrid, Spain

ReceiVed: June 7, 2007; In Final Form: August 11, 2007

It is widely recognized that dipolar interactions play a fundamental role in water. Less emphasis is put on the
effects dues to the quadrupole moment. The recent calculation of the phase diagram for several rigid,
nonpolarizable water models has shown that this is a rather severe test for water potentials. In this work, we
analyze the results yielded by popular three-point-charge water models (TIP3P, SPC, SPC/E, TIP4P, TIP4P-
Ew, TIP4P/2005, and TIP4P/Ice) and attempt to correlate them with the molecular dipoles and quadrupoles.
It is shown that the melting temperatures of the proton disordered ices depend almost linearly on the quadrupole
moments. However, the relative stability of ice II with respect to ices III, V, and VI seems to be rather
dependent on the ratio of dipolar/quadrupolar forces. Small departures from a given ratio increase the stability
of ice II and result in a serious deterioration of the phase diagram. Simple expressions are derived for the
dipole and quadrupole moments, which allow us to analyze the effect of these multipole moments in the
phase diagram when the rest of the molecular parameters are fixed. Satisfactory results for both the melting
temperatures and for the relative stability of the different ices are obtained only when the molecular quadrupole
approaches that of the isolated water molecule. Or, expressed in terms of the model parameters, acceptable
results require that the negative charge be shifted from the oxygen toward the hydrogen positions by 0.14 Å
or more.

I. Introduction

Water is probably the most studied substance in nature. This
is not only a consequence of its importance in our everyday
life, but it is also due to its peculiar behavior which makes it
the target of a great number of theoretical investigations. Both
sources of interest (theoretical and practical) are closely related
since many industrial and biochemical processes ultimately rely
on its unusual physicochemical properties. Hence, there is
interest in an adequate description of the intermolecular interac-
tions in water. The complexity of the water properties together
with the different possible levels of description have led to the
proposal of hundreds of models (see the excellent review by
Guillot1 for a critical analysis of the results yielded by these
models). At first, it would seem feasible that an analytical fit
of ab initio calculations of the potential energy surface (PES)
of water dimers could provide accurate potential functions.2

Unfortunately, the results did not confirm the expectations. This
is because the procedure has a number of limitations. The first
is due to the reduced number of points used to represent the
potential energy surface. Besides, since the potential energy
represents only a small fraction of the total energy of the system,
the precision of the calculations may compromise the results.
Moreover, calculations based on the water dimer or more
complex water clusters do not necessarily give an accurate
representation of water in condensed phases. For these reasons,
most of the popular water models are still empirical. However,
promising results have been recently obtained with more refined
electronic calculations. This is the case, for instance, of the
MCDHO model3 obtained from a fit of a refined ab initio single
molecule deformation PES.4 These calculations provide quali-
tatively important information on the interactions between water

molecules. In fact, some models incorporate features obtained
in ab initio calculations. For instance, in the PPC model,5 the
polarization produced by an external field or by other molecules
determines the electrostatic terms of the force field, while the
short-range interactions are calculated as those in empirical
models, that is, they are optimized to reproduce several
properties of liquid water at 298 K.

Ab initio calculations are also a source of information about
the values of the dipole and higher multipole moments of the
water molecule in different environments. All of the studies
indicate that the mean value of the dipole moment in condensed
phases is larger than that of the isolated molecule (1.85 D).
However there is a nonnegligible uncertainty in these results.
The first estimation of the “experimental” dipole moment of
the hexagonal ice Ih (which cannot be directly measured) was
2.6 D,6 but this estimate has been challenged by several authors.
Recent calculations yield the valueµ ) 3.09 D.7 This result is
slightly larger than the “experimental” dipole moment of liquid
water at 298 K,µ ) 2.95 D, which has been recently reported8

based on experimental data with some support of ab initio
calculations and molecular dynamics results for popular water
models. The experimental value is in the upper range of ab initio
simulations of liquid water, which give a relatively large spread
of values (from 2.439 to 2.95 D10) due to the different ways of
assignment of the electronic density to individual molecules. It
is interesting that the meanµ values calculated in simulations
of polarizable water models exhibit a similar range of values.4,11-13

Thus, a literature survey clearly indicates that the relation
between the dipole moments of ice Ih, liquid water, and gas-
phase water areµice gµl > µg.

High-quality quantum mechanical calculations such as those
performed by Probert and reported in the book by Petrenko and
Whitworth14 show that the contour of the total electron density† Part of the “Keith E. Gubbins Festschrift”.
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of water is approximately trigonal.15 Accordingly, most of the
empirical models usually place three point charges at the
molecule. These successful models (SPC,16 SPC/E,17 TIP3P,18,19

TIP4P19) are optimizations of the Bernal-Fowler20 potential.
They consist of a Lennard-Jones (LJ) site at the oxygen atom
and three fixed point charges. Two positive charges are placed
at the hydrogens, and the negative one is located at the oxygen
(SPC, SPC/E, and TIP3P) or shifted toward the hydrogens along
the bisector of the H-O-H angle (TIP4P-like models). Despite
its simplicity, these empirical nonpolarizable rigid models yield
very accurate results for a wide variety of properties in the liquid
state. The fixed charges produce a permanent molecular dipole
which, depending on the model, is around 2.2-2.4 D, clearly
larger than the experimental value for the isolated molecule.
This is because the many body forces are included in an effective
way in the models by modifying the dipole momentµ with
respect to that of the gas phase. It is however lower than the
“experimental” value.

The dipole moment is, however, only the first term in the
multipole expansion.21 Batista et al. have shown22 that the
electric field obtained from an induction model agrees well with
first principles results when the multipole expansion is carried
out up to and including the hexadecapole moment and when
polarizable dipole and quadrupole moments are included. The
SSDQO potential model, which describes a water molecule as
a Lennard-Jones sphere with point dipole, quadrupole, and
octupole moments, also deserves mention.23 The quadrupole
moment is a tensor, but the off-diagonal components are null
in water. Besides, for the usual point-charge water models
considered in this work, the diagonal elements may be expressed
in terms of a single quantity. Later in this paper, we will discuss
this point in more detail, but to simplify the discussion, it is
convenient here to refer to this single component as “the
quadrupole moment”. Despite the intrinsic uncertainty of the
results due to the partitioning of the electronic density, ab initio
calculations show, in general, that the quadrupole moment is
also larger in the liquid9,10 than that in the gas phase24,25

(however, in a quantum chemistry study, Tu and Laaksonen26

found similar results for the quadrupole moment of water in
the liquid and gas states). Nevertheless the increase factor of
the quadrupole moment in liquid water with respect to that of
the water monomer (≈30%) is not as strong as that for the dipole
moment (≈60%). Interestingly, a similar enhancement of the
quadrupole moment (≈25%) has been reported for ice Ih.7

The importance of the quadrupole and higher moments is
often neglected. This is probably because the liquid properties
(density, internal energy) used to fit the potential models are
not sensitive to the relative importance of the dipolar and higher
multipolar forces. Thus, the higher multipolar interactions can
be effectively accounted for by an increased dipole moment.
However, there is clear evidence of the effects of the quadrupolar
interactions. In particular, quadrupoles seem to be much more
effective than dipoles in orientationally ordering a dense
system.27-29 Besides, it is well-known that the properties of a
hard fluid made of point charges differ considerably from those
with a point dipole30-32 due to the effect of higher multipoles
in the point-charge system. In the case of water, Carnie and
Patey33 examined a water-like model of hard spheres with
embedded dipoles and quadrupoles. This integral equation study
showed that the quadrupolar interactions effectively quench the
dipolar correlations. As a consequence, the dielectric constant
of the liquid decreases considerably as the quadrupole interac-
tions are increased. Similar conclusions have been obtained with
more realistic models. In fact, Rick34 computed the dielectric

constant for several water models to conclude that when the
dipole moment of the model is enhanced, the dielectric constant
increases. However, when the quadrupole moment increases,
the dielectric constant drops. Thus, an increase of the dipole
moment should be accompanied by a corresponding enhance-
ment of the quadrupole moment of the model (and vice versa)
if the dielectric constant is to be accounted for. It also has been
reported35 that the dipolar contributions give sometimes the
erroneous sign for the energy differences between ordered and
disordered ices (for some configurations in ices Ih/XI and always
for ices VII/VIII). When electrostatic terms up to 1/r6 are
included, the differences have the correct sign. In summary,
these examples (and also other reports36) give strong indications
of the distinctive effect of the dipole and quadrupole in some
water properties.

Our analysis of previous studies indicates that (i) the effective
value of the dipole moment in ice or liquid water is clearly
larger than that for the gas phase, (ii) the effective value of the
quadrupole moment in ice and liquid water is probably larger
than that for the gas phase, but the enhancement is not as strong
as that for the dipole moment, and (iii) the quadrupole
interactions effectively quench the dipolar correlations, and thus,
a balance between the dipole and quadrupole moments may
probably be relevant for certain water properties. Results for
polarizable water models and ab initio water simulations are
in accordance with the above conclusions. However, the same
does not hold for most of the empirical nonpolarizable
potentials. We have commented above that the dipole
moments of the common empirical water models exhibit an
enhancement of the dipole moment; therefore, they are more
or less in line with experimental and quantum calculation
results. However, the values of the quadrupole moments in these
models are systematically lower than the experimental result
for the water monomer. This may be because the properties
usually investigated seem to be not particularly sensitive to the
strength of the quadrupolar interactions since many different
orientations are averaged out to contribute to the liquid
properties. However, the situation is not necessarily the same
for the solid state.

Recently, we have undertaken37,38the calculation of the phase
diagram involving the different ice polymorphs. One of the
conclusions of the study is that the phase diagram is a stringent
test for water models. Notice that when considering the
performance of a model to describe the phase diagram of water,
there are two issues to consider. The first is the prediction of
the fluid-solid equilibria: are the melting temperatures of the
ices close to the experimental values? The second concerns the
relative stability of the different ices, which is related to the
solid-solid equilibria: is the general aspect of the phase diagram
similar to the experimental one? The first issue involves the
stability of the solid with respect to the liquid. The second
involves the stability of a certain solid phase with respect to
another solid phase. Our studies have shown that TIP4P yields
a qualitatively correct phase diagram, while SPC/E and TIP5P
(a five center model39 with a tetrahedral arrangement of charges)
do not. For instance, for the latter two models, the thermody-
namically stable phase at ambient temperature is not the usual
hexagonal ice Ih but ice II. A first analysis of the reasons of
the failure of the results for SPC/E indicated that the center of
the negative charge should be shifted from the oxygen atom
(as in SPC/E) toward the hydrogens (as in TIP4P and derived
models). In fact, all of the TIP4P-like models investigated have
ice Ih as the stable phase at ambient conditions. The amount of
information generated in the last 3 years about the melting point
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of different water models and about the aspect of the phase
diagram allows one to now analyze, in more detail, the reasons
of the success or failure of the different models. Some
preliminary results have indicated the existence of a correlation
between the melting point of ice Ih and the quadrupole
moment.40 Besides, the results have shown the enormous
influence of the ratio of dipolar to quadrupolar forces in the
aspect of the phase diagram.41 However, there are some issues
that these preliminary studies do not clarify. First, it is interesting
to know whether the melting point of other ices (ice III, V, VI)
do also correlate with the quadrupole moment. Second, it is
not clear why the aspect of the phase diagram is determined by
the ratio of dipolar to quadrupolar forces rather than by the
quadrupole moment itself.

In this work, we will attempt to explain the origin of these
two findings. The goal of this paper is to achieve a molecular
understanding about the phase equilibria (fluid-solid and solid-
solid) of water models in relation to the dipolar and quadrupolar
forces. It will be shown that for water models with three charges
(one negative charge and two positive charges located in the
protons), the decision about where to locate the negative charges
plays a crucial role. This is so because, as it will be shown, the
position of the negative charge determines the relative strength
of dipolar and quadrupolar interactions in three-point-charge
water models. The conclusions obtained in this work are relevant
for all models with three charges, such as SPC, SPC/E, TIP3P,
TIP3P-Ew,42 TIP4P, and the new generation of TIP4P-like
models such as TIP4P-Ew,43 TIP4P/Ice,44 and TIP4P/2005.45

The scheme of the paper is as follows. In section II, the
equations for the dipole and quadrupole moments of three-point-
charge water models are presented. Section III describes the
technique used to calculate the phase diagram for a water model
from the known phase diagram of a reference model as well as
the details of the simulations. In section IV, we examine
critically the phase diagram predictions for several popular
models and for models with varying dipole and quadrupole
moments. Final remarks and the main conclusions (section V)
close this paper.

II. Dipole and Quadrupole Moments of
Three-Point-Charge Water Models

Despite the great number of proposed models for the water
force field,1 the more popular ones (and, probably, the more
successful too) are rigid, nonpolarizable models such as SPC/
E, TIP3P, and TIP4P. These empirical potentials were optimized
using a small number of properties of liquid water at 298 K as
target quantities. The last years have seen the proposal of a
number of models (TIP4P-Ew,43 TIP4P/Ice,44 and TIP4P/
200545), which are reparametrizations of TIP4P based on a wider
set of target quantities. These TIP4P-type models have the same
functional form as that of TIP4P but with different parameters.
As commented in the Introduction, most of these models share
a common geometry and functionality, three charged sites and
one Lennard-Jones interaction site. Depending on whether the
negatively charged center M is coincident with the position of
the oxygen atom, the model has three or four interaction sites.
However, the expressions for the multipole moments may be
written in a general way for these three-point-charge models.
In particular, the dipole moment has the form

wheredOM is the distance between the oxygen and the M site,
dOH is the bonding distance, and 2θ is the H-O-H angle.

Taking thez axis as the bisector of the HOH angle, we may
also write it as

Table 1 shows the values of dipole moments for popular three-
point-charge water models. It is interesting to note the similarity
in the dipole moments of the models despite the differences in
their hydrogen charges. It seems that the properties used in the
fitting of models (particularly, the enthalpy of vaporization and
the density of the liquid) almost unequivocally determines the
value of the dipole moment whose variations are limited to a
quite narrow range. In fact, the difference between the largest
and the smallest dipole moments of the potentials models
presented in Table 1 is about 10%.

Using a convenient reference system, the quadrupole tensor
may be written in a simplified way. A common choice is to
make thex axis parallel to the line joining the hydrogens. Thus,
y is normal to the molecular plane. In these conditions

with Qxx ) qH(2xH
2 - zH

2 + zM
2 ), Qyy ) qH(-xH

2 - zH
2 + zM

2 ),
andQzz ) qH(-xH

2 + 2zH
2 - 2zM

2 ). The quadrupole tensor may
written in an equivalent way as

whereQT ) (Qxx - Qyy)/2.33,34,36,46QT has interesting properties
in three-point-charge models. First, it is independent of the origin
of coordinates

It seems then natural to choose an origin for which the
quadrupolar tensor may be simply written as

µ ) 2qH(dOH cosθ - dOM) (1)

TABLE 1: Values of the Multipole Moments for Several
Rigid Nonpolarizable Models and Their Relation with the
Melting Temperature of Ice Ih and with the Relative
Stability of Ice II a

model qH dOM µ QT µ/QT Tm

overstability
of ice II

TIP4P/Ice 0.5897 0.1577 2.425 2.434 0.996 272.2 null
TIP4P/2005 0.5564 0.1546 2.305 2.297 1.004 252.1 null
TIP4P-Ew 0.52422 0.125 2.321 2.164 1.073 245.5 medium
TIP4P 0.520 0.150 2.177 2.147 1.014 232.0 null
SPC/E 0.4238 0 2.350 2.035 1.155 215.0 strong
SPC 0.41 0 2.274 1.969 1.155 190.5 strong
TIP3P 0.417 0 2.347 1.721 1.363 146 strong
gas (expt.) - - 1.85 2.565 - -

a The charge at the hydrogens is expressed in terms of the proton
charge and distancedOM in Å. In TIP4P-like models and TIP3P, the
bond length isdOH ) 0.9572 Å, and the bond angle is 2θ ) 104.52°,
whereas in SPC models, the corresponding values are 1 Å and 109.47°,
respectively. Debye units are used for the dipole momentµ, while the
quadrupole momentQT is given in D‚Å. Tm is the melting temperature
(in K) of ice Ih for the model, and the last column refers to the degree
of overstabilization of ice II in the phase diagram of the corresponding
model. Models appear sorted according to their molecular quadrupoles.

µ ) 2qH(zH - zM) (2)

Q ) (Qxx 0 0
0 Qyy 0
0 0 Qzz

) (3)

Q ) (QT - ∆ 0 0
0 -QT - ∆ 0
0 0 2∆ ) (4)

QT ) (3/2)qHxH
2 ) (3/2)qHdOH

2 sin2θ (5)

Q ) (QT 0 0
0 -QT 0
0 0 0

) (6)
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which is fulfilled with the conditionQzz ) 2∆ ) 0. Thus

In terms of the bond length and angle, the distance from the
oxygen atom to this “natural” origin of coordinates is given by

It is important to stress that eq 6 is an exact result for this type
of model and not an approximation as it is sometimes referred
to. This indicates that the quadrupole tensor may expressed in
terms of a single component or, in other words, that the strength
of the quadrupolar interactions is determined by this quantity,
which can be hereafter denoted as “the quadrupole moment”.
Notice that, as the value ofQT is independent of the origin of
coordinates, it is possible to extract conclusions based on the
value of QT without being forced to use the coordinates for
which eq 6 is fulfilled.

Data in Table 1 show significant differences in the quadrupole
moments of three-point-charge water models. The difference
between the largest and the smallest quadrupole moments is
around 40%, four times larger than that observed for the dipole
moments. Besides, a quick look at the table indicates that models
with a large departure from the experimental quadrupole (2.565
D‚Å) give a poor description of the phase diagram. Later in
this paper, we will analyze this question in detail. For the
moment, let us conclude this section by pointing out that
whereasµ depends on both the hydrogen charge and the position
of the negative charge, the quadrupole moment depends only
on qH but not ondOM.

III. The Simulations

In our simulations, the LJ potential is truncated at 8.5 Å, and
standard long-range corrections to the LJ energy are added. The
Ewald summation technique has been employed for the calcula-
tion of the long-range electrostatic forces. For the real-space
cutoff, we also employed 8.5 Å. The screening parameter and
the number of vectors in the reciprocal space considered was
carefully selected for each phase. The sample size for water in
the liquid state was 360 water molecules. The number of
molecules for the different ice phases was chosen so as to fit at
least twice the cutoff distance in each direction. An essential
part of the simulations will be devoted to calculate the phase
diagram of water models with different dipole and quadrupole
moments. In fact, what we calculate are the shifts of the
coexistence lines of a reference model due to a change in the
potential model. For this, we use the Hamiltonian Gibbs-
Duhem integration. The method is a generalization of the
integration of the Clapeyron equation sometimes denoted as
Gibbs-Duhem integration.47,48A description of our implemen-
tation can be found in ref 49. For completeness, we sketch here
a brief summary of this technique. Let us write a given pair
potential in terms of a reference potential as a function of a
parameterλ

Whenλ ) 0, u ) uref, and forλ ) 1, it follows thatu ) unew.
We can useλ as a new intensive thermodynamic variable so
that a change in the Gibbs free energy per particle is given by

It can be shown that the conjugate extensive thermodynamic
variablexg is

From this result, following the same steps leading to the classical
Clapeyron equation, it is easy to write the generalized relation-
ships

and

The integration of these equations makes it possible to calculate
the shift in the coexistence temperature (or pressure) produced
by a change in the interaction potential at constant pressure (or
temperature). We have checked that the Hamiltonian Gibbs-
Duhem integration results are in very good agreement with the
free-energy calculations for the TIP4P and SPC/E models.49 We
have also shown that consistent results for the liquid-ice Ih
coexistence temperature of TIP5P are obtained irrespective of
the starting potentialuref (TIP4P and SPC/E). Finally, we have
also shown that the technique yielded the same results as those
of a direct coexistence method50 for the melting temperatures
of ice Ih of SPC/E, TIP4P, TIP4P/Ice, TIP4P/2005, TIP4P-Ew,
and TIP5P (and also for a six-site model of water51). For the
integration of the Hamiltonian Clapeyron equations, a fourth-
order Runge-Kutta method algorithm was employed.

IV. Dependence of the Water Phase Diagram on the
Dipole and Quadrupole Moments

A. Results for Popular Water Models.1. General Appear-
ance of the Dense Region of the Phase Diagram.As commented
above, the performance of the rigid nonpolarizable models in
the description of the phase diagram involving solid phases is
very different. In general, TIP4P-type models yield a qualita-
tively correct phase diagram (Figure 1a).The exception is TIP4P-
Ew (Figure 1b) for which the stability of ice II is overestimated.
As a consequence, ice III becomes metastable, and the stability
domain of ice V is severely reduced to a small range of
temperatures and pressures. Even more serious are the departures
from experiment of SPC/E (Figure 1b). There, not only ice III
but also ice V are metastable polymorphs. Moreover, for SPC/
E, ice Ih is only stable at negative pressures, and therefore, the
stable polymorph at ambient conditions is ice II instead.

We may wonder what is the reason of the overstability of
ice II in TIP4P-Ew and SPC/E models. A quick analysis37

pointed unequivocally toward the position of site M, the center
of negative charge, as the main responsibility for the failure of
the SPC/E phase diagram. We observed that a shift of the M
site from its position in TIP4P in the direction of the oxygen
atom deteriorated the phase diagram. Given the geometry of
the models, such a shift corresponds to an enhancement of the
dipole moment. However, the enhancement of the dipole
moment cannot be responsible for the deterioration of the phase
diagram. Table 1 shows the permanent dipole moment for these
models. It is clear that there is no correlation between the
overstability of ice II and the strength of the dipolar interactions.
In fact, TIP4P (which yields a satisfactory phase diagram) has
the smaller dipole moment among all of the models of Table 1.

xg ) 1
N 〈∂U(λ)

∂λ 〉
N,p,T,λ

(11)

dT
dλ

)
∆xg

∆s
(12)

dp
dλ

) -
∆xg

∆V
(13)

(1/2)x′H
2 ) z′H

2 - z′M
2 (7)

dorigin )
dOH cosθ + dOM

2
-

dOH
2 sin2θ

4(dOH cosθ - dOM)
(8)

u ) (1 - λ)uref + λunew (9)

dg ) -sdT + Vdp + xgdλ (10)
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Data in Table 1 show some correlation betweenQT and the
relative stability of different ices. It seems that, in general, the
anomalously enhanced stability of ice II can be associated with
very low values forQT. However, the behavior of TIP4P and
TIP4P-Ew is somewhat puzzling asQT(TIP4P-Ew)> QT(TIP4P),
while the phase diagram predicted by TIP4P is much closer to
experiment than that of TIP4P-Ew. Besides, it is quite surprising
that TIP4P, TIP4P/2005, and TIP4P/Ice give a qualitatively
similar phase diagram (the main difference between them is a
shift toward higher temperatures of the whole diagram) despite
the fact that their molecular quadrupoles are sensibly different.
If the quadrupolar interactions were invoked to explain the
differences in the relative stability of ices, there should be a
continuous deterioration along the models shown in Table 1.

The key to solve this puzzle is simple when one remembers
that some properties of water (such as the dielectric constant,
for instance) result from the compromise between the relative
strength of dipole and quadrupole interactions. Up to now, we
were not aware of any property that would be distinctly sensitive
to the relative strength of dipole and quadrupole interactions;
therefore, some models could increment one type of interactions
while decreasing the other type. It is clear that the same does
not apply to the stability of ices, which seems to be strongly
sensitive to the ratio of dipole/quadrupole interactions (see Table
1). In fact, all of the models correctly predicting the relative
stability of ices have aµ/QT ratio very close to 1.00 (in Å-1

units). A small departure from this value (as in TIP4P-Ew)
means an overstabilization of ice II, and larger differences lead
to unacceptable phase diagrams (as in SPC/E). It is interesting
to note that this ratio is similar to that calculated by Batista et
al.7 using an induction model (3.09/3.215) 0.96 Å-1) and to
those obtained in first principle simulations by Delle Site et
al.9 (2.43/2.72) 0.89 Å-1) and by Silvestrelli et al.10 (2.95/
3.27 ) 0.90 Å-1).

It is worth noting that the ratioµ/QT depends ondOM (the
distance from the M site to the oxygen atom) but not on the
molecular charges

This ratio can be written in a more compact form in terms ofz
coordinates in the “natural” origin of coordinates. From eqs 2
and 7, it follows that

where z′M is the z coordinate of the M site andz′H is the z
coordinate of the hydrogens’ midpoint. The above equation
shows that the ratio of the dipole to quadrupole moment in the
three-point-charge models is exclusively determined by the
position of the negative charge and of the hydrogens’ midpoint.
As the bond length is very similar in all of the water models,
the ratioµ/QT is essentially determined by the distancedOM,
which differs considerably from model to model.

As a result of our analysis, we may then conjecture that the
deterioration of the aspect of the phase diagram may be ascribed
to high ratios of dipole/quadrupole moments, which, in turn,
are essentially determined by the distance from the oxygen to
the negative site. As mentioned in the Introduction, the two
issues to consider when investigating the performance of a water
model to describe the phase diagram of water are the aspect of
the phase diagram (i.e., the relative stability of the different
polymorphs) and the liquid-solid envelope (i.e., the prediction
of the melting temperatures). Since the first question has been
discussed, let us now examine the predictions of the melting
temperatures for the different water models to analyze whether
they are determined byµ, QT, or µ/QT.

2. Melting Temperatures of Ices Ih and II.In the previous
paragraph, we have shown that the overall appearance of the
phase diagram is determined by the relative stability of ice II,
which, for some models, takes over other (experimentally) stable
polymorphs. Therefore, we have deliberately left aside the
question of the liquid-solid envelope. Although the appearance
of the phase diagrams of the TIP4P-like models shown in Figure
1a is qualitatively similar to the experimental one, there are
some quantitative differences between them. For instance, the
results for the melting point of ice Ih of TIP4P, TIP4P/2005
and TIP4P/Ice are 232,37,38,52,53252,45,50,54 and 272 K,44,50,54

respectively. It is then interesting to know whether the values
of the melting temperatures of three-point-charge models are
also dependent on the ratioµ/QT. The results for the ice Ih
melting temperature at 0.1 MPa (Tm) are shown in Figure 2. In
Figure 2a,Tm is displayed as a function ofQT, and in Figure
2b, it is displayed as a function ofµ/QT. The correlation
observed in Figure 2a is surprisingly good. Unexpectedly, the
melting temperature of the models depends almost linearly on
QT. The melting temperature of hexagonal ice drops for
increasingµ/QT, but the correlation is far from perfect (Figure
2b). However, the results of Figure 2b clarify the factors
affecting the melting point. The results for the models in Figure
2b fall within three families: the TIP4P group with low values
of µ/QT and high melting points, the SPC family with
intermediate values ofµ/QT and low melting points, and TIP3P
with a very large value ofµ/QT and a very low melting point

Figure 1. Phase diagram of three-point-charge water models. (a) For models with aµ/QT ratio ranging from 0.996 (TIP4P/Ice) to 1.014 Å-1

(TIP4P), the labels denote the stable regions of the ice polymorphs in the experimental phase diagram and (by similarity) of the different potential
models. Simulation data were taken from refs 37, 44, and 45. (b) For models withµ/QT ) 1.073 (TIP4P-Ew) and 1.155 Å-1 (SPC/E), the labels
denote the stable regions of the polymorphs for TIP4P-Ew. The single triple point of the SPC/E diagram is the liquid-Ih-II triple point. Simulation
data were taken from refs 37 and 45.
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(despite this name, TIP4P-Ew has aµ/QT value intermediate
between those of the TIP4P and SPC families). Within each
family, it is possible to increase the melting temperature by
increasing the molecular charges (which increase both the dipole
and the quadrupole moments). This explains the higher melting
point of TIP4P/Ice with respect to that of TIP4P/2005 and
TIP4P. Thus, Figure 2 nicely illustrates the factors affecting
the melting point. It is mainly determined by the quadrupolar
moment, which, in turn, is dependent (see eq 5) on the
magnitude of the molecular charges. Second, it depends on the
ratio µ/QT, which is related to the way in which the charges
are distributed within the model. Figure 2b also indicates that
there is no hope in building an SPC-like or TIP3P-like model
reproducing the correct melting temperature of ice Ih (i.e., SPC/
Ice or TIP3P/Ice models) since, to achieve this goal, a huge
charge should be located on the H atoms. For instance, the
required hydrogen charge for SPC would produce a dipole
moment of about 2.55 D, which seems much too large (the
vaporization enthalpy would be around-14.5 kcal/mol to be
compared with the experimental value, about-11 kcal/mol).
The message from Figure 2b is clear; SPC-like and TIP3P-like
models are constrained to have low melting temperatures, and

TIP4P/Ice is probably the only choice among the three-point-
charge models to reproduce the experimentalTm in a reasonable
way.

It is clear from Figure 1a that the melting point of ices III,
V, and VI also increase withQT similarly to what happens for
ice Ih. Thus, it seems that the melting temperatures of the proton-
disordered phases Ih, III, V, and VI behave in a quite similar
way with respect to changes in the quadrupole moment. An
increase in the quadrupole moment provokes an increase in the
melting temperature of ices with proton disorder. However, the
proton-ordered ice II shows again a peculiar behavior. This
different behavior has important consequences. Contrary to what
was observed for ice Ih, the melting temperatures of ice II are
independent of bothQT andµ/QT (Figure 3). Figure 4 presents
the differences of the computed melting temperatures of ices
Ih and II at 300 MPa as a function ofQT (panel a) andµ/QT

(panel b). Figure 4a shows that, in general, the differenceTm(Ih)
- Tm(II) increases with the molecular quadrupole (i.e., its
absolute value decreases), but the correlation is far from perfect.
On the contrary, the difference decreases almost linearly with
the ratio of dipole/quadrupole moment (i.e., its absolute value
increases). From eqs 14 and 15, it follows that the relative
stability of ices Ih and II depends on thez coordinate of the M

Figure 2. Melting temperature of ice Ih at 0.1 MPa (a) as a function ofQT and (b) as a function ofµ/QT.

Figure 3. Melting temperature of ice II at 300 MPa for popular three-point-charge water models (a) as a function ofQT and (b) as a function of
µ/QT.

Figure 4. Difference of the melting temperatures of ices Ih and II at 300 MPa (a) as a function ofQT and (b) as a function ofµ/QT.
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site. Thus, the failure of certain models in accounting for the
relative stability of these ice polymorphs is a direct consequence
of an inappropriate choice of the position of the negative charge.

In summary, the analysis of the results for the most commonly
used water models demonstrate the great sensitivity of the phase
diagram to the molecular quadrupole. The correlations found
suggest that the melting temperature of ices with proton disorder
depends mainly on the magnitude of the quadrupole moment,
whereas the relative stability of ice II (where the protons are
ordered) with respect to the rest of proton-disordered ices (Ih,
III, V, and VI) seems to be correlated with the ratio of dipolar
to quadrupolar forces.

B. The Phase Diagram at Constant Geometry and Len-
nard-Jones Parameters.Throughout this paper, the different
performance of the water models to describe the phase diagram
of water has been assigned exclusively to the values of the dipole
and quadrupole moments. It may be argued that the water
models also differ in their LJ and geometrical parameters (bond
distances and angles). In order to fully support the conjectures
obtained from the discussion presented so far, it would be of
interest to analyze models with the same LJ parameters and
geometry (i.e., bond distance and angles) and differing exclu-
sively in the values of the dipole or quadrupole moments. The
results are presented in this part of the paper. We will perform
calculations of the shift (in temperature or pressure) produced
by a change inµ, QT, or in the ratioµ/QT while preserving the
rest of the parameters of the model. For this purpose, we shall
use the Hamiltonian Gibbs-Duhem integration.47,55,56 This
technique allows examination of the effect in a certain coexist-
ence line produced by a change in the Hamiltonian of the model.
As a reference model, we have chosen TIP4P/2005,45 which
has provided excellent results for the whole phase diagram in
the high-density region (see Figure 1a). Besides, it describes
satisfactorily the temperature of maximum density (278 K),45

the liquid-vapor equilibria57 yielding a critical temperature of
640 K (to be compared with the experimental value of 647.1
K), and the surface tension58 of water. The initial coexistence
points for the TIP4P/2005 model are taken from a previous
work.45 Starting at the coexistence point of a given line for
TIP4P/2005, we make use of eq 12 or 13 to calculate the
coexistence temperature (pressure) for a model with a different
pair potential. If the Lennard-Jones parameters (εLJ, σLJ), and
the geometry of the molecule (dOH and θ) are fixed, the
quadrupole moment depends exclusively on the hydrogen charge
qH (see eq 5), the ratio of the dipole to quadrupole moment
µ/QT depends exclusively on the location of the negative charge
as given bydOM (eq 14), and the dipole moment depends on
both qH and dOM (eq 1). The following changes are possible
(see Table 2): (i) A change inqH corresponds to a decrease in
the quadrupole and dipole moments of the molecule but leaves
the ratioµ/QT constant. The effect of reducing the charge from
qH ) 0.5564e toqH ) 0.5206e, leaving the rest of the parameters
as those in TIP4P/2005, is shown in Figure 5a. (ii) A change in
dOM corresponds to an increase in the dipole moment and in
the ratioµ/QT but leaves constant the value of the quadrupole
moment. The results of the perturbation fromdOM ) 0.1546 to
0.125 are depicted in Figure 5b. (iii) Finally, it is possible to
change bothqH anddOM to decrease the value of the quadrupole
moment while keeping constant the value of the dipole moment
(so thatµ/QT increases). The effect of a variation fromqH )
0.5564e anddOM ) 0.1546 toqH ) 0.5206e anddOM ) 0.125
is shown in Figure 5c.

In Figure 5, the arrows mark the coexistence point of the
reference model (TIP4P/2005) and the result for the modified

one. As it is shown in Figure 5a, reducing the magnitude of the
molecular charges decreases considerably the melting points
with respect to the original model but does not modify the aspect
of the phase diagram (i.e., it lowers the melting temperatures,
but the relative stability of the ices is not effected much). This
is in line with the results presented for the popular models of
water in the previous section; the melting temperatures are
correlated with the quadrupole moment. The fact that the relative
stability of ice II with respect to the other ice polymorphs is
not changed when the ratioµ/QT is kept constant is also in
accordance with the conjecture that the ratio of dipolar to
quadrupolar forces determines the relative stability of the
different ices with respect to ice II. The effect of decreasing
dOM at constantqH (so thatQT is constant) is shown in panel b.
Since the quadrupole moment is constant, the melting points
are almost unaffected by the change (notice the small length of
the corresponding arrows). However, the coexistence lines where
ice II is involved change in a significant way. In particular, the
coexistence lines ice II-ice III and ice II-ice V are profoundly
effected.

We have shown in Table 1 that common water models have
similar dipole moments and differ considerably in their quad-
rupole moments. Thus, it is interesting to analyze the results of
Figure 5c, where the dipole moment is constant and the
quadrupole moment is reduced so that the ratioµ/QT increases.
It can be seen that a variation in the quadrupole moment at
constantµ has a great effect in the relative stability of ice II.
Notice the large shifts for the ice II-ice III and ice II-ice V
coexistence points so that ices III and V become metastable. In
fact, the shifts are very similar to those of Figure 5b and much
larger than those of Figure 5a. In other words, when the ratio
µ/QT is increased (by changingµ or QT), the range of the
stability of ice II increases so that the interval of the stability
of ices III, V, and VI is reduced and, eventually, becomes
metastable. On the other hand, the melting points of the

TABLE 2: Starting and Final Coexistence Points
(Represented by the Arrows in Figure 5) as a Consequence
of a Change in the Potential Parameters Modifying the
Dipole and/or Quadrupole Moments (LJ Parameters and
Bond Length and Angle Are Kept Constant)a

pi/MPa Ti/K Tf/K

L-Ih 0.1 252.1 200.3 278.9 222.6
L-III 335 214.4 181.8 228.7 193.5
L-V 450 221.9 197.1 228.5 204.1
L-VI 900 248.1 221.9 250.9 228.1
II-III 320 196.5 223.4 330.7 299.4

Ti/K pi/MPa pf/MPa

Ih-II 195 310.0 135.0 271.2 96.7
II-V 199 372.0 235.6 1328 979.8

a Ti,Tf (pi,pf) indicate the coexistence temperatures (pressures) of the
starting and final systems, respectively. The first and second blocks
show the coexistence data when the Gibbs-Duhem integration is done
at constant pressure and constant temperature, respectively. (For this
reason the final pressures or temperatures are not shown.) The starting
model is always TIP4P/2005 (µ ) 2.305 D,QT ) 2.297 D‚Å, and
µ/QT ) 1.004 Å-1). Column 4 gives the final state for each coexistence
point when the molecular charges are reduced to giveµ ) 2.157 and
QT ) 2.149 (µ/QT is the same as that in the starting model) and
corresponds to the results shown in Figure 5a. Column 5 gives the
final state for each coexistence point when the distancedOM is reduced
to give µ ) 2.463 andµ/QT ) 1.072 (QT does not change) and
corresponds to the results shown in Figure 5b. Column 6 gives the
final state for each coexistence point when both the molecular charges
and the distancedOM are reduced to giveQT ) 2.149 andµ/QT ) 1.072
(µ is that of the starting model) and corresponds to the results shown
in Figure 5c.
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disordered polymorphs (Ih, III, V, and VI) move toward lower
temperatures by a similar amount. Notice that the shifts in the
melting temperatures produced by a change in the quadrupole
moment (Figure 5c) are much more important than those
produced by a modification of the dipole moment (Figure 5b).
In summary, the results of Figure 5 confirm without ambiguity
that the quadrupole controls the value of the melting point of
proton-disordered ices and that the ratio of dipolar to quadru-
polar forces determines the aspect of the phase diagram (i.e.,
the stability of ice II with respect to the rest of proton-disordered
ices).

It is important to note that, since the transformations are not
cyclic (the starting potential is the same in the three cases), the
variations are not, in principle, additive. However, the results
in Figure 5 show that the additivity is almost completely
fulfilled, indicating that the shifts depend essentially on the
changes inqH anddOM and are almost independent of the starting
potential. Thus, the sum of the changes shown in panels a
and b gives essentially the same results as those presented in
panel c.

It is interesting to writeQT as a function ofµ

This expression is trivially obtained from eq 14. Once the
geometry of the water model is imposed (bond lengthdOH and
bond angle 2θ), the quadrupole moment depends exclusively
on dOM andµ. If one accepts that a value of the dipole moment
around 2.30 D should be used to describe water (as it is in the
most popular water models), thendOM plays a key role in
determining bothQT andµ/QT. Equation 16 allows discussion
of all of the results of this work in a unified form. In fact, we
have shown in this paper that, in order to describe correctly the

melting point of ice Ih (and that of other proton-disordered ices
as III, V, and VI), the value of the quadrupole moment should
be close to the experimental gas value. If the dipole moment of
the model must be aroundµ ) 2.30 D, then this quadrupole
moment can only be achieved with positive values ofdOM. In
other words, to reproduce the melting point of proton-disordered
ices, it is necessary to move the charge from the oxygen toward
the hydrogens. We have also shown that, in order to predict
successfully the relative stability of ice II, a value ofµ/QT around
1.0 (or lower) should be used. Within three-charge rigid
nonpolarizable models, this is only achieved when the negative
charge is located along the H-O-H bisector at a distance of
arounddOM ) 0.15 Å. This is the reason why TIP4P-like models
provide both a qualitatively correct description of the phase
diagram and reasonable melting points, whereas SPC, SPC/E,
and TIP3P yield too low melting points and incorrect phase
diagram predictions.

Figure 5c showed the shifts of the coexistence points (at
constant dipole moment) for a particular change of the distance,
namely,dOM ) 0.125 Å. It seems interesting to calculate the
variations of the coexistence properties for a wider range of
distances. Figures 6-8 display the evolution of some selected
TIP4P/2005 coexistence points when the distancedOM is
changed at constant Lennard-Jones and geometric parameters.
Since popular water models have similar dipole moments, we
focus our attention on the case at constantµ. Thus, associated
to the differentdOM values, we have also changed the hydrogen
charge to keepµ constant (adopting the value of the TIP4P/
2005 model). The initial states are the same as the starting points
of the arrows in Figure 5. Figure 6 shows how the stability
domain of ice III is effected by a change in the ratio of dipole/
quadrupole forces. There, we represent the coexistence tem-
peratures of the liquid-ice III, ice II-ice III, and liquid-ice II
lines atp ) 300 MPa for different values ofµ/QT. The ice II-

Figure 5. Shifts of some coexistence points as a consequence of a change in the potential parameters modifying the dipole and/or quadrupole
moments (bond angle, bond length, and LJ parameters are kept constant). The phase diagram of the starting model (TIP4P/2005) is represented by
solid lines. The arrows show the shifts in temperature or pressure of the coexistence points. (a) The hydrogen chargeqH changes from 0.5564 to
0.5206e (µ and QT vary, butµ/QT is constant). (b) The distancedOM changes from 0.1546 to 0.125 Å (µ varies at constantQT). (c) Both the
hydrogen chargeqH and the distancedOM change from 0.5564 to 0.5206e and from 0.1546 to 0.125 Å, respectively (QT varies at constantµ). The
numerical values of the starting and final coexistence points as well as the values ofµ, QT, andµ/QT for the starting and final systems of each of
the panels are given in Table 2.

QT )
3(dOH sin θ)2

4(dOH cosθ - dOM)
µ (16)
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ice III coexistence line (panel a) is strongly sensitive to a small
change in the dipole/quadrupole ratio (i.e., thedOM distance)
so that the curve has a very large (positive) slope. On the other
hand, the ice liquid-ice III coexistence curve has a negative
slope; therefore, it crosses the II-ice III coexistence line. Thus,
the overall effect of the evolution of the ice II-ice III and
liquid-ice III coexistence curves is a strong loss of stability of
ice III as the ratioµ/QT increases (and, thus, asdOM decreases).
The interval of temperatures for which ice III is stable, already
very reduced, about 18 degrees, for TIP4P/2005 (µ/QT ) 1.004
Å-1), vanishes atµ/QT ) 1.010 Å-1. From that value, the stable
polymorph is not ice III but ice II. This explains the absence of
ice III in the phase diagrams of TIP4P-Ew (µ/QT ) 1.073Å-1)
and SPC/E (µ/QT ) 1.155 Å-1). To be complete, Figure 6a
would require the inclusion of the liquid-ice II coexistence.
We have depicted this panel as is just to realize that the interval

of the ratios of dipole/quadrupole yielding acceptable results is
quite narrow. Ice III has a reduced stability range (the difference
between the liquid-ice III and ice III-ice II coexistence
temperatures is always lower than 20°); therefore, its absence
in the phase diagram could be forgiven. However, obtaining
instead a difference of-70 K (the difference fordOM ) 0.14
Å which corresponds toµ/QT ) 1.037 Å-1) is clearly open to
objection.

Figure 6b includes the results for the liquid-ice II line. In
contrast with the results for the liquid-ice III and ice II-ice
III coexistences, the liquid-ice II coexistence temperature is
almost independent ofµ/QT. This is a confirmation of our
analysis of the melting temperatures of ice II for popular three-
point-charge water models (see Figure 3). Notice finally that
the flat aspect of the ice II melting curve should not mask the
deterioration of the phase diagram with increasingµ/QT, as
observed in panel a for the liquid-ice III and ice II-ice III
lines.

Figure 7 presents the coexistence pressures for ice Ih-ice II
at 195.9 K and ice II-ice V at 200 K as a function ofµ/QT.
The stability domain of ice II strongly grows withµ/QT mainly
because of the large positive slope of the II-ice V curve.
Besides, an increase inµ/QT reduces the coexistence pressure
of the ice Ih-ice II. This is consistent with the results for TIP4P-
Ew for which ice Ih is stable up to about 200 MPa. The curve
crosses the zero pressure limit atµ/QT ≈ 1.1 Å-1. This is in
accordance with the fact that, for the SPC/E model, ice Ih is
only stable at negative pressures. In summary, asµ/QT increases,
ice II extends its range of stability at the expense of ice Ih and
ice V, especially the latter one. Taking into consideration the
shifts of both the ice Ih-ice II and ice II-ice V coexistence
pressures, the stability range of ice II increments by about 800
MPa from the initial point up toµ/QT ≈ 1.07 Å-1. This is again
in agreement with the results for TIP4P-Ew. The increase in
the coexistence pressure is not enough to make ice V metastable
in TIP4P-Ew, though the stability region of ice V is severely
reduced in this model. A further increment in the coexistence
pressure for largerµ/QT explains that ice V becomes metastable
in SPC/E.

Finally, Figure 8 show the variation of the liquid-ice Ih
coexistence temperature (at 0.1 MPa) compared to that for
liquid-ice III. The coexistence curves of both ice polymorphs
are almost parallel. This indicates that although the quadrupole
moment greatly influences the melting temperatures of ices Ih
and III (notice the negative slope of the curves), it does not
affect the relative stability of these ices. Similar shifts have been
obtained (results not shown) for the liquid-ice V and liquid-
ice VI coexistence curves. The conclusion is that an increase

Figure 6. Dependence of the liquid-ice III, ice II-ice III, and liquid-ice II coexistence temperatures atp ) 300 MPa on the ratioµ/QT. The
dipole momentµ and Lennard-Jones parametersεLJ andσLJ are constant and equal to the values for TIP4P/2005. The bond distance angle are those
of the TIP4P family. The ratioµ/QT is changed by varyingdOM andqH so that the dipole moment remains constant. (a) The melting line of ice II
is not taken into account. (b) Stable phases and coexistence temperatures when the ice II melting line is considered.

Figure 7. Dependence of the ice II-ice V and ice Ih-ice II coexistence
pressures on the ratioµ/QT. The dipole momentµ and Lennard-Jones
parametersεLJ andσLJ are constant and equal to the values for TIP4P/
2005. The bond distance angle are those of TIP4P-like models.

Figure 8. Dependence of the liquid-ice Ih and liquid-ice III
coexistence temperatures on the ratioµ/QT.
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in µ/QT extends the stability of the liquid phase and reduces
that of the disordered ices, but the relative stability of the ices
with proton disorder (Ih, III, V, and VI) is not modified
significantly. In other words, when the quadrupole moment is
reduced, the overall liquid-solid envelope is simply shifted
toward lower temperatures. Thus, the correlation observed in
Figure 2 between the melting temperature and the quadrupole
moment does not only apply to ice Ih but also to the rest of the
ices with proton disorder (III, V, and VI).

It is worth finishing the results section with a comment about
the energy differences responsible for the spectacular deviations
reported for the phase diagram. In 1987, Handa, Klug, and
Whalley59 determined the relative energies of the ices at zero
pressure for a temperature close to 150 K from calorimetric
measurements. Taking ice II as a reference, the relative energies
of ices Ih, III, V, and VI are (in kcal/mol) 0.004, 0.230, 0.235,
and 0.352, respectively.59,60Notice that, at these conditions, ice
II is marginally more stable than ice Ih and that the energy
differences are quite small. Recently, we have carried out a
similar study for the energy differences of popular water
models.60 In particular, TIP4P/2005 yields results close to the
experiment for all of the disordered ices, although ice Ih is
predicted to be more stable than ice II (-0.209, 0.112, 0.218,
and 0.338 kcal/mol, respectively). In accordance with the results
of this paper, SPC/E predicts a strong overstabilization of ice
II since all of the relative energies are positive and considerably
higher than the experimental data: 0.164, 0.511, 0.704, and
0.918 kcal/mol, respectively.

V. Discussion and Conclusions

Simple empirical three-point-charge water models such as
TIP3P, SPC/E, and TIP4P are quite successful in describing
the properties of water. It is only in the solid phase where we
find that the performance of these models is different in a
significant way. In this work, we have attempted to relate their
different ability to describe the phase diagram of water (fluid-
solid and solid-solid) equilibria to the dipole and quadrupole
moments of the water models. The analysis of the effect of the
quadrupole can be greatly simplified by an adequate choice of
the reference system. We have shown that it is possible to define
a single scalar quantityQT as a representative measure of the
strength of the quadrupolar forces much in the same way as
the modulus of the dipole moment is used to give an idea of
the strength of the dipolar forces. In this way, we have been
able to describe the dependence of the first multipole moments
on the potential parameters. For a given molecular geometry
(bond length and angle), the dipole moment is a function of
both the magnitude of the hydrogen charge and the position of
the negative charge, but the quadrupole moment depends only
on the magnitude of the charges and the ratio of dipole/
quadrupole on the position of the negative charge.

Our initial analysis clearly pointed to the important role played
by the quadrupolar forces. However, the way in which the
quadrupole affects the phase diagram seems to be double. On
the one hand, the melting temperatures of proton-disordered ices
such as Ih, III, V, and VI show a strong correlation with the
molecular quadrupole. On the other hand, the general aspect of
the phase diagram rather depends on the ratio of dipolar/
quadrupolar forces. In fact, the deterioration of the phase
diagram for some water models could be ascribed to the increase
of the ratio of dipolar/quadrupolar forces. These conclusions
were obtained by examining the results for several popular
models of water. However, since these models differ also in
the LJ parameters or even in geometrical parameters such as

the O-H bond length, it was of interest to provide clear
evidence of this suggestion. For this reason, in this work, we
have carried out some calculations for systems at constant
geometry and Lennard-Jones parameters and varyingqH and/
or dOM. In this way, we have confirmed unambiguously that a
decrease of the distancedOM (which modifies the dipole/
quadrupole ratio) strongly enhances the stability of ice II with
respect to ices Ih, III, and V. Good phase diagram predictions
are obtained only when the ratioµ/QT is relatively close to 1.0
Å-1. We have also shown that to obtain models with a melting
temperature relatively close to the experimental value, the
quadrupole moment of the water model should be close to the
experimental one. For three-point-charge models, this can only
be achieved when the negative charge is shifted from the oxygen
along the H-O-H bisector.

Throughout this work, we have put the emphasis on a basic
physicochemical question, namely, the effect of dipolar and
quadrupolar interactions on the phase diagram. It is evident that
our analysis also involves more practical issues. Regarding the
effective dipole moment, there is considerable agreement on
values around 2.30-2.35 D. This work provides a minor hint
to this question; our results give a new argument supporting
the inclusion of the self-polarization energy in the calculation
of the enthalpy of vaporization pioneered by the authors of SPC/
E. The improvement of the SPC/E predictions with respect to
those for SPC involves a great number of water properties. In
this work, we add a new property to the list. We show that the
melting temperatures are significantly closer to experiment when
the dipole moment of the model is increased to take into account
the self-polarization term (for instance, SPC vs SPC/E and
TIP4P(original) vs new generation TIP4P-like models). How-
ever, the more important results of this work concern the
effective quadrupole moment. In particular, the mapping of the
ratioµ/QT onto thedOM distance and the sensitivity of the aspect
of the phase diagram to these quantities implies some constraint
on the position of the negative charge. According to our results
for three-point-charge models, the distance from the negative
charge to the oxygen atom should be larger than about 0.14 Å
if a qualitative agreement with the experimental phase diagram
is desired. Taking into consideration the constancy in the dipole
moments of popular water models, this leads to an effective
quadrupole moment of around 2.3 D‚Å. It is clear that our
conclusion concerns only the effective dipole and quadrupole
moments of rigid nonpolarizable models. However, as shown
above, the “experimental” ratioµ/QT obtained by Batista et al.
is 0.96 Å-1, quite close to the value (around 1.0 Å-1) required
for three-point-charge models to yield a satisfactory phase
diagram. Finally, let us note that although the conclusions of
this study cannot be strictly applied to other molecular geom-
etries, there are some indications of a more general validity.
For example, the failure of the predictions yielded by TIP5P49

are consistent with a similar scenario. It has a dipole moment
in line with those of three-point-charge models (2.29 D) and a
smallerQT (1.56 D‚Å), and thus, the high value of the ratio
µ/QT (1.46 Å-1) would be at the origin of the bad results for
the phase diagram of TIP5P. In other words, it seems that the
phase diagram does not support the placement of the negative
charges beyond the oxygen atom even if they are split into two
separated charges at the presumed positions of the “lone pair”
electrons as in TIP5P.

All of the evidence of this work shows that the quadrupole
moment of water and the ratioµ/QT should be restricted to a
narrow range in order to yield satisfactory phase diagrams. What
remains to be explained is why the phase diagram is so sensitive
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to the quadrupole moment while many other properties are not.
It is in accordance with what we learned in secondary school
that the melting temperatures of ices Ih and III decrease when
the intermolecular interactions are weakened; if the dipole or
quadrupole moments are lowered, the result is a decrease of
the melting point. It seems more difficult to explain the
dependence of the aspect of the phase diagram on the ratio of
dipolar/quadrupolar forces. It is well-known that the polar
interactions give rise to preferred orientations between the
molecules. However, the preferred orientations are not the same
for the different terms of the multipole expansion. It has been
reported that, as cooperative effects are allowed to be expressed,
the relative energy contributions from the dipole and the
quadrupole change, with possibly significant consequences for
the orientational structure.27,28,33 Thus, the final preferred
orientations result from the balance between the more important
terms of the multipole expansion and the thermal motion. In
the liquid, thermal motion favors many different relative
orientations of the water molecules. The averaging of these
orientations explains that the thermodynamic properties of the
liquids can be sensitive to the total electrostatic contribution
but not to the relative strength of the successive multipole terms.
The results for some properties, such as the dielectric constant,
that depend on the molecular orientations are illustrative. As
shown by Rick,34 it is possible to balance (within some
reasonable limits) the contributions of the dipolar and quadru-
polar forces in liquid water in order to yield, more or less,
satisfactory dielectric constants. In summary, potential models
with a different balance of dipolar and quadrupolar forces may
behave similarly in the description of the liquid state, provided
that the total electrostatic contribution is adequately accounted
for. However, the situation is different for the solid phases61

because the molecules have fixed lattice positions.
In this work, we have shown that for ices with proton disorder

(in which the relative orientations are not fixed), the reduction
of the quadrupole provokes a decrease in the melting point. This
is the case of ices Ih, III, V, and VI. Probably, the quadrupolar
interactions are more favorable in these ices than those in water
so that the reduction of the quadrupole moment affects the ices
to a greater extent and provokes the “loss of territory” with
respect to the liquid in the phase diagram (the east front).
However, bad news never come alone. In ice II, the protons
are ordered, and the reduction of the quadrupole moment
provokes a different response. In fact, the stability of ice II with
respect to the rest of the ices is strengthened when one reduces
the magnitude of the quadrupole moment. It is likely that the
quadrupolar energy is less favorable in ice II (where the
orientations are fixed) so that the reduction of the quadrupole
enhances the stability of ice II with respect to the disordered
ices. Thus, when the magnitude of the quadrupole moment of
water is reduced, the region in the phase diagram occupied by
ice Ih is reduced by both the liquid (east front) and by ice II
(north front) eventually disappearing from the phase diagram
as a stable phase. The fact that the stability of a proton-ordered
phase such as ice II changes in a different way to those with
proton disorder is probably not unique to ice II, but it is likely
that it also occurs for other phases where the protons are
ordered61,62(i.e., ice VIII, IX, ...). Also, the investigation of the
stability of ice I ordered phases (ferroelectric and antiferroelec-
tric) could also be of great interest. However, it is also possible
that ice II has special features (not necessarily related to its
proton-ordered structure) that make its stability different from
that of the other polymorphs. More studies would be required
to assess this issue.

We would like to point out finally that the atom-atom
distribution functions of the ordered ices seem also particularly
sensitive to the details of the models.63,64 Unfortunately, no
experimental data are available to check whether the structural
information is in line with the conclusions of this work. It has
been suggested since some time ago that solid phases could be
used to improve our current models of water.27,65,66It has also
been pointed out that the quadrupole plays an important role in
determining water properties.27,28,33,34,67In this work, these ideas
are put in action, and it is shown how the quadrupolar forces
indeed play an important role in understanding water and how
they are crucial in understanding the phase diagram of water.
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